Learning a successful emotional interaction with an artificial partner
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Successful interaction in the human kind is largely based on a correct understanding and reaction to people’s emotional states [1]. Only in the last few years this basic account is being taken in consideration in robotics research to produce more human-like machines [2]. However, as emotional processes are still far from being understood and different views still exist (see, for instance, [3]), artificial models are still in their infancy. Recently, emotional interaction has been addressed by resorting to Probabilistic Finite State Automata (PFSA) [4, 5]. In this domain the state can represent the agent’s current emotional state, the inputs the emotions displayed by the other interacting agent, while the transitions among states can be dependent upon the agent’s personality. This is coded as a transition matrix and represents how keen the agent is to move from one given state to another state, upon receiving a certain input. Therefore the transition matrix gives a first (statistical) account of the agent’s behavior. Nevertheless, the agent’s behavior can be inadequate for a given environment and the agent should be endowed with the capability of adapting its behavior to the interlocutor. We therefore suppose that the agent can modify its behavior during the interaction, and we call attitude the transition matrix that results from such interaction.
More formally, in our model [5] the agent is defined as a 4-tuple <S, U, P, s(0)>, where S is a finite set of possible emotional states, s(0) the initial state, U the set of inputs and P = {P0, P1, …} the sequence of probabilistic transition functions over time: Pt : S×U×S→[0,1] for t = 0,1, …. Therefore P0 represents the agent’s personality and P1, …, Pt the attitude of the agent at subsequent time steps.
It remains to be defined how the agent can change its behavior; in other words, we must define how the current attitude is modified. To this aim, two alternative approaches can be used: a more basic approach based on the concept of “nature” of an agent, or, if we wish to assign a goal for an interaction, a Reinforcement Learning [6] approach. 
As for the first approach, we need to define the nature of the agent as being the modality of reacting of that agent when confronted with a subset of emotional inputs; nature can be, for instance, “imitative” or “compensatory”. Thus, if an agent has an imitative nature, the transition function will be modified such that the agent’s behavior will tend to conform to that of the interlocutor, whereas if the agent assumes a compensatory nature, its behavior will eventually diverge from that of the interlocutor.

To define the operation mechanism of nature, we first group the possible input values in K different categories, ck, representing homogenous emotional inputs, like nice, sad and bad inputs, for instance. For each category, one or more target states is defined: TSk. An eligibility trace is associated to each category, ek, to take into account the interaction history. It is updated as: ek(t) = ek(t-1) + h(ck, uj), if the current input uj belongs to the category  ck; ek(t) = ek(t-1) otherwise. 0 <  < 1 is the usual decay parameter, and h(ck, uj) measures the strength of uj contribution to category ck. Every trace is monitored, and when the trace associated with a category reaches a predefined threshold value, the probability of entering all the target states for that category is incremented by and consequently the probability of entering all the other states is decreased.

The above approach allows for an agent to adapt to some degree to the behavior displayed by the interlocutor, but we can go further by specifying a goal that has to be reached during interaction: this will lead the agent to learn how to get a “successful” interaction with its interacting partner. For instance, an agent may want to make its partner as happy as possible, and therefore it needs to learn a behavior (that is, to achieve an attitude) that allows it to reach such goal. 
This problem can be reformulated as a typical reinforcement learning problem, where the agent learns a policy, an attitude in the present case, which maximizes the long-term reward obtained from the environment, represented here by the interlocutor. That is, the agent’s behavior should lead the partner into the subset of the desired states as frequently as possible. The learning mechanism works as follows: at each time t, the environment (i.e. the interacting partner), assumes an observable (emotional) state st; the agent reacts to it by changing its own emotional state according to the current policy, defined by the stochastic function (s,a). Each action has a different effect on the partner, who, in turns, changes her own emotional state to st+1 and gives an instantaneous reward, rt+1, to the agent. This reward will be positive if st+1 is a useful state in reaching the predefined goal, that is if st+1 belongs to the set of desired states (for instance, joyful states if the goal is to make the interacting partner happy).

The agent’s optimal policy is the one that maximizes the long-term discounted reward, Rt = 
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, with 0 <  < 1. Q-learning [7] has been adopted here, and the optimal policy is learned through the value function associated to the choice of the different actions in each state, Q(s,a). 
We have implemented this model both in a “real” emotional interaction between a human and an AIBO robot (cf. [8]) and in a virtual setting, involving two synthetic agents autonomously interacting. In the latter case, each agent is represented by a separate PFSA, and interaction is obtained by treating one agent’s emotional state as the emotional input experienced by the other agent, and vice versa.
In general, very different interaction sequences can be obtained depending on the agents’ personality and nature. When there is no goal set, the natural evolution of the interaction is towards a set of states that belong to the same subset of target states if the nature of both agents is imitative, whereas on complementary states if the nature is compensatory. Therefore, by carefully tuning personalities and natures we can obtain interactions with the desired characteristics. However, this can result quite difficult to be performed in space of large dimensions, with a large set of possible emotional states. As stated above, an alternative is to resort to reinforcement learning. If we set a goal for the emotional behavior (in the form of goal emotional states, for instance), Q-learning is effective in updating the agent’s attitude and therefore learning a suitable policy to achieve the goal. 

We explicitly notice that the interaction history can be very different, as it strongly depends not only on the goal of the interaction but also on the environment characteristics. In particular, the final attitude of an agent depends both on its initial policy (its personality) and on the personality of the interlocutor, which produces a stochastic behavior. Together, these two aspects determine the state-action pairs that are consistently explored: some actions, although in principle useful in reaching the goal set, will hardly be experimented and therefore will scarcely contribute to the overall reward. This can reflect the behavior of an agent that is not keen to carry out some actions because of its personality, although these would help in reaching the goal.
The proposed model (see [5] for more details) is enriched with an analytic approach for extracting quantitative measures characterizing a given interaction scenario. These measures include the expected waiting time before entering a given state, and the frequency with which a particular state is expected to be visited during the interaction.
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