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Extended Abstract

This exposition summarizes the work on modular co-
operative robotic systems that has been accomplished
by our research group. We have mainly employed a
Reinforcement Learning approach, although general
Soft-Computing techniques are also applied, in order
to control and coordinate teams of robots with coop-
erative and/or competitive objectives.

In the last few years our group has been applying Rein-
forcement Learning techniques for controlling and co-
ordinating modular and multi-robots systems. It is
well-known that this kind of systems are composed by
teams of robots, which can be homogeneous or het-
erogeneous, i.e. the design, structure and component
of each robot can be the same, each robot can con-
tribute with a different locomotion system —wheeled
or legged robots, conventional, modular or reconfig-
urable structures— and also with different sensorial
systems (Duro et al., 2008).

The contributions are related to a research project
entitled “McRobs — A Modular Cooperative Robotic
System for Operations in Dynamic Unstructured Envi-
ronments” which is being developed jointly with other
research groups. The objective of this project is the
development of modular robot architectures for their
operation in highly unstructured environments, such
as shipyards and building industry, in which the object
to be manufactured or operated over is not placed on
a conveyor or production line, but instead is the tool
that must be brought to it. The navigation space of a
team of modular robots may be floors or vertical walls.
The aim is to develop methods that guarantee that en-
sembles of cooperating robots are able to, for example,

reach the designated points or densely cover a surface.
This goal implies the following sub-objectives under
the structural restrictions of the robot:

(i) Computing the inverse kinematics.
(ii) Stable structural design.
(iii) Introduction of cognitive mechanisms in the mis-
sion control allowing the adaptation to changing cir-
cumstances.
(iv) Dense trajectory generation.
(v) Obtaining cooperation strategies automatically.

Reinforcement Learning is being applied to different
scopes: robot navigation, modular robots control and
robots teams coordination.

Robot navigation

In the context of multi-robotics systems we have ap-
plied reinforcement learning methods for generating
autonomous robots controllers to solve robot naviga-
tion problems. The problem of learning control ac-
tions from the perceived environment for conventional
wheeled autonomous robots is discussed in (Martin H
& De Lope, 2007; Maravall & De Lope, 2008). We have
also proposed solutions for unconventional robots such
as unmanned aerial vehicles (Martin H. & De Lope,
2009).

Modular robots control

An important concept in multi-robotics systems is the
possibility of robots reconfiguration. Some tasks could
need or could be solved more efficiently with a differ-
ent robot structure that, for example, makes easier the
robot movements in the environment by allowing the
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access to specific locations. The control of such robots
is not easy using traditional methods, thus we have ap-
plied reinforcement learning in order to control mod-
ular robot movements (Martin H. & De Lope, 2007;
Martin H. et al., 2008; Pereda et al., 2008; Maravall
et al., 2009).

Robots teams coordination

Some solutions for robot coordination have been pro-
posed from a reinforcement learning approach. We
have successfully solved complex problems such as for
example multi-robot line-up behaviors (Sanz et al.,
2008), surveillance coordination tasks (Maravall &
De Lope, 2008; Quiñonez et al., 2009) and storing disks
with different colors in warehouses (Sanz et al., 2009).
The coordination scheme for carrying out the proposed
task is learned in each case.

Concluding remarks and further work

We have empirically verified that Reinforcement
Learning methods can be applied successfully in or-
der to solve tasks in multi-robotic systems domains.
The methods enumerated above have been applied to
robot control and navigation problems and also to co-
ordinate the actions of several cooperative and com-
petitive robots.

Our current interest deals with the generalization of
the diverse proposed methods and also the creation of
new models for robot coordination that includes the
learning of communication languages emerged from
the direct robot interactions.

Acknowledgments

This work has been partially funded by the Spanish
Ministry of Science and Technology, project: DPI2006-
15346-C03-02.

References

Duro, R., Graña, M., & De Lope, J. (2008). On the
need of hybrid intelligent systems in modular and
multi robotics. In E. Corchado, A. Abraham and
W. Pedrycz (Eds.), Hybrid artificial intelligence sys-
tems, vol. LNAI 5271, 641–648. Berlin Heidelberg:
Springer-Verlag.

Maravall, D., & De Lope, J. (2008). Neuro granular
networks with self-learning stochastic connections:
Fusion of neuro granular networks and learning au-
tomata theory. Proc. 15th Int. Conf. on Neuro-
Information Processing, ICONIP’2008. Berlin Hei-
delberg: Springer-Verlag.

Maravall, D., De Lope, J., & Martin H., J. A.
(2009). Hybridizing evolutionary computation and
reinforcement learning for the design of almost uni-
versal controllers for autonomous robots. Neurocom-
puting, 72, 887–894.

Martin H., J. A., & De Lope, J. (2007). A distributed
reinforcement learning architecture for multi-link
robots. Proc. 4th Int. Conf. on Informatics in Con-
trol, Automation and Robotics, ICINCO 2007.

Martin H, J. A., & De Lope, J. (2007). A k-NN based
perception scheme for reinforcement learning. In
R. Moreno-Diaz, F. Pichler and A. Quesada (Eds.),
Computer aided systems theory, EUROCAST 2007
revised selected papers, vol. 4739 of LNCS, 138–145.
Berlin Heidelberg: Springer-Verlag.

Martin H., J. A., & De Lope, J. (2009). Learn-
ing autonomous helicopter flight with evolutionary
reinforcement learning. Proc. 12th Int. Workshop
on Computer Aided Systems Theory, EUROCAST
2009.

Martin H., J. A., De Lope, J., & Santos, M. (2008).
Evolution of neuro-controllers for multi-link robots.
In E. Corchado, J. Corchado and A. Abraham
(Eds.), Innovations in hybrid intelligent systems,
vol. 44 of Advances in Soft Computing, 175–182.
Berlin Heidelberg: Springer-Verlag.

Pereda, J., De Lope, J., & Rodellar, M. (2008). Evo-
lutionary controllers for snake robots basic move-
ments. In E. Corchado, J. Corchado and A. Abra-
ham (Eds.), Innovations in hybrid intelligent sys-
tems, vol. 44 of Advances in Soft Computing, 167–
174. Berlin Heidelberg: Springer-Verlag.
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