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Two Bike Crashes and a Broken Arm

e 1990: Edinburgh: TD for navigation
— TD(M\)
— Q learning

* 1992: San Diego:
— TD and DA (1996/7);
— TD and octopamine

== ¢ 2002: London

— motivation and multiplicity




Marrian Principles

e Ethology e Computation
e Psychology e Algorithm

 Neurobiology

* normative models
— dynamic programming
— Bayesian uncertainty
* |earning rates/attention

* correlated estimates of weights
e controller combination

e scalars are easier than vectors
— neuromodulators



Plan

* Three theories of instrumental conditioning
— model-based RL; goal-directed
— model-free RL; habitual
— episodic

 Pavlovian misbehaviour

e The Future



Affective Decision Making
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Goal-Directed System

 Tolmanian forward model
* forwards/backwards tree search
* motivationally flexible
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Habit System

works by minimizing inconsistency:
— TD; Q-values; advantages
— Bayesian Q-learning

model-free, cached
dorsolateral striatum, dopamine
motivationally insensitive

statistically inefficient
computationally congenial
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Nucleus accumbens

Amygdala

Arcuate nucleus

Dopamine

Ventral tegmentalatea

Unexpected reward

C5 (Mo R)

Schultz, et al




uncertainty-
sensitive
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Episodic Control (?)

e Packard & McGaugh '96
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Architecture

* goal-directed control/model-based RL
— PFC; dorsomedial striatum
— prelimbic cortex

e habitual control/model-free RL
— dorsolateral striatum; amygdala
— neuromodulation (DA, 5-HT?)
— Haberian/Joelian dorsally-directed spirals in the striatum
— infralimbic cortex?
— tonic DA and vigour (Niv)

* episodic control/instance-based RL?
— hippocampus

model-based electrophysiology and fMRI



fMRI in the accumbens
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Temporal Difference Prediction Error

TD error

O(t)=r()+V(t+1)- V(1)

Value Prediction error



Temporal Difference Prediction Error
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TD prediction error:
ventral striatum
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Plan

* Three theories of instrumental conditioning
— model-based; goal-directed
— model-free; habitual
— episodic

 Pavlovian misbehaviour

e The Future



Pavlovian Control

tie predictions directly to actions
— evolutionary programming
consummatory actions
— licking
— gapes
preparatory actions
— approach
— withdrawal

same value systems/different action
specification?

— synergistic

— neutral

— antagonistic

active coping strategies evoked
from the IPAG and the dIPAG

threat £ confrontational defense
hypertension and tachycardia
extracranial vasodilation

hindlimb & renal vasoconsiriction
non-opicid mediated analgesia
flight
dm
hypertension and tachycardia
hindlimb vasodilation

dm extracranial & renal vasoconsiniction

non-opioid mediated analgesia
dm

passive coping strategies
evoked from the vIPAG

quigscence
hyporeactivity
hypotension {f
bradycardia o

opioid mediated analgesia Ba n d Ie r;
Blanchard



Pavlov/Instrumental Competition

negative automaintenance

— omission schedules

chick in a looking-glass world

Breland & Breland’s pigs

appetitive panic (Seymour/Mobbs)

impulse control/risk preference for gain/loss
palm reading



Example Paradox

dopamine reports information about rewards
serotonin (5-HT) is an opponent to dopamine

therefore 5-HT reports information about
punishments

BUT: boosting 5-HT is a treatment for
depression...
argue: 5-HT determines Pavlovian inhibition

— crutch depended upon by instrumental control
— depressive realism



Plan

* The Future
— implementation
— representation
— hierarchies
— computational psychiatry



Implementation

integration:
— model-based; model-free values (replay and consolidation)
— reward and punishment
— dopamine and other neuromodulators; opioids
battles:
— adaptive coding of TD error
— SARSA (Morris et al) vs Q learning (Roesch et al)
— counterfactual learning; regret
striatal spirals:
— deeply embedded habits?
— parallel structure to motor cortex?
prefrontal cortical areas (polar exploration)
hyperbolic temporal discounting and recursive learning

self-stimulation (Shizgal)



Representation

* state
— construction of invariances (Mahadevan)
— partial observability (Todd)

* time
— appalling inaccuracy

* ignorance/uncertainty

— generic and specific

— structural: reversible-jump MCMC (Courville; Daw)
* in tune with Bayesian cognitive science



Hierarchical RL

control problems have statistical structure
— internal factors (working memory)

— external factors (Hobbesian domain)

infer from examples (PFC like visual cortex)

recognize new problems in old coordinates
— priors over values; controllers

transfer learning:

— shaping

— instant programmability

task grammar?



Computational Psychiatry

* when good quality decision-making goes bad:
— serotonin and Pavlovian inhibition
— priors over decision problems
e controllability

— social decision-making (Ray; Montague)
* social-regarding utility functions
e Bayesian type theory
e cognitive hierarchy
* all as a partially observable Markov game

* RL parameterizes problems; provides tasks
* inverse RL does diagnosis



Conclusion

RL is one of the few domains with reasonable:

— computation ethology
— algorithms psychology/economics
— implementation neuroscience

TD underpins affective neuroimaging
dopamine as a Newtonian bottleneck

complexity, sub-optimal sub-optimality is
creeping back
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5. Diseases of the Will

A Contemplators

A Bibliophiles and Polyglots
A Megalomaniacs

A Instrument addicts

A Misfits

A Theorists



Theorists

There are highly cultivated, wonderfully endowed

minds whose wills suffer from a particular form of

lethargy. Its undeniable symptoms include a

facility for exposition, a creative and restless

Imagination, an aversion to the laboratory, and an
iIndomitable dislike for concrete science and
seemingly uni mportant dat ae
difficult problem, they feel an irresistible urge to

formulate a theory rather than question nature.

As might be expected, disappointments plague
the theoriste



